
 

 

  
     

   
 

      
   

 
    

      
    

  
   

    
    
   
  
  
    
   
  
   

  
  
  
  

Texas ACE Local Evaluation Toolkit 
(A RESOURCE SUPPORTING THE USE OF THE 

TEXAS ACE LOCAL EVALUATION GUIDE) 

Purpose: This toolkit includes resources to support centers in their efforts to plan and 
conduct local evaluation and engage in a continuous improvement process. 

Using This Toolkit: The toolkit aligns directly with information presented in the Texas 
ACE Local Evaluation Guide. Details for completing the templates and using the 
resources are in the guide. As applicable, page numbers from the guide are included at 
the beginning of the resource to assist with this alignment. The resources provided in 
this toolkit may be customized to best meet the needs of Texas ACE. 

Resource 1. Guide to Hiring an Independent Evaluator 
Resource 2. Sample Independent Evaluator Agreement Template 
Resource 3. Program Quality Assessment Decision Guide 
Resource 4. Measurement Guidance 
Resource 5. Logic Model Resources and Template 
Resource 6. Local Evaluation Planning Guide: Diving Deeper 
Resource 7. Process Evaluation Plan Template 
Resource 8. Outcome Evaluation Plan Template 
Resource 9. Texas ACE Action Plan Template 
Resource 10. SWOT Analysis 
Resource 11. Magic Quadrant 
Resource 12. Introduction to Data Visualization 
Resource 13. Introduction to Stakeholder Engagement in Evaluation 



    
   

 

 

The  guide to hiring an independent evaluator aligns with pages 3 and 4 of the Local 
Evaluation Guide. The guide may be helpful in selecting an independent evaluator for 
your program. 

   
 

 

    

     
    

        
 

    
       

      
    

   
    

       
     

    
 

   
    

   
    

      
      

   
  

 
    

 
 

 
  

                                                           

   
 

   
 

 
  

Resource 1. Guide to Hiring an Independent Evaluator1

A program evaluator is someone who has formal training or experience in research and/or evaluation. 
Organizations are required to follow local procurement practices when contracting for evaluation 
services, and the following discussion points and questions might be helpful when making selections. 

→ Evaluation philosophy. Look for an evaluator who believes the evaluation should be a
collaborative process with the evaluator, program managers, and staff. In this philosophy,
program managers and staff are experts in the program, and evaluators work closely with them
throughout the process. The evaluator provides program support in documenting program
activities, developing performance measures, collecting additional data, interpreting evaluation
findings, and making recommendations for program improvement. The purpose of evaluation in
this context is to improve the program, not to make judgments on calling the program a success
or failure. Ask the candidates to describe what they see as the end result of an evaluation and
how relationships are managed when conducting an evaluation.

→ Education and experience. There are very few university degree programs in program
evaluation, thus program evaluators often have backgrounds in the social sciences, such as
psychology, sociology, criminal justice, public administration, or education. Most evaluators
have some degree of formal training in research methods, often through graduate-level
coursework. For example, someone with a master’s degree or doctorate in education or the
social sciences should have the research knowledge necessary to conduct evaluations.
Evaluators should have expertise in
qualitative methods, such as
interviewing and focus groups, as well Considerations: Ask the candidates to describe how they 
as quantitative methods for analyzing were trained as an evaluator. Did they complete courses 
surveys and attendance data. specific to evaluation or research methods? What kinds of 
Evaluators also differ in their methods (qualitative, quantitative, or both) are they 
familiarity with different kinds of comfortable with? Did they work alongside an databases and computer programs. It 

experienced evaluator prior to stepping out on their own? is critical to find an evaluator that has 

1  Materials are adapted from  Orchowski, S., Carson, T.,  & Trahan, M. (2002).  Hiring and working with an evaluator.  
Washington, DC: Juvenile Justice Evaluation Center. Retrieved from 

nformation  was further  
adapte
https://www.michigan.gov/documents/mde/Local_Evaluator_Guide_330863_7.pdf. I

d with permission from the Michigan Department  of Education 21st  Century Community Learning Centers  
(CCLC)  program.  
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the kinds of experience you need, so be sure to ask about specific experience doing a wide range 
of evaluation-related tasks that might be needed in your evaluation. 

→ Content knowledge. Although evaluation has a great deal in common with conducting research, 
there are many differences between research and evaluation. A qualified evaluator must have 
not only research skills but also specific experience in working with programs like yours. Some 
may have worked in a program, as a project director or site coordinator, before becoming an 
evaluator. Ask candidates whether they have evaluated similar programs with similar target 
populations. If so, they may have knowledge and resources that will save time and money. If 
they have worked with programs that are somewhat similar but may have differed in the group 
served (e.g., they have not evaluated 
afterschool programs but have 

Considerations: Carefully review each evaluator's résumé worked with early childhood 
to determine if they have experience conducting programs), they may still be a 

reasonable choice as long as you help evaluations of programs like yours. Ask the candidates to 
them understand the unique context describe their previous work. 
of your program and its participants. 

→ Oral communication skills. Evaluators must be able to communicate effectively with a broad 
range of people, including parents, program staff, other evaluators, community members, the 
media, and other stakeholders. They should be able to speak plainly and explain scientific jargon 
when necessary. Someone who cannot clearly explain evaluation concepts to a lay audience is 
not a good candidate. An evaluator 
needs to be able to connect 
comfortably with program staff and Considerations: Determine if the candidates are someone 
participants. It can be helpful to ask you would feel comfortable working with. Ask the 
candidates to share an example of candidates to explain their approach to presenting and 
how they would communicate some communicating information to various stakeholders. 
evaluation findings to staff. 

→ Writing skills. An evaluator must have strong writing skills. The process of rewriting evaluation 
reports takes time, and the scientific integrity of evaluation results can be threatened if the 
report must be rewritten by 
someone other than the evaluator. 

Considerations: Ask for samples of each evaluator's work. Have candidates bring writing 
Review the materials to be sure they are written clearly, samples, including evaluation 

reports, articles, and PowerPoint without a great deal of jargon, and in a way that would 
slides for presentations that they be understandable to those receiving the information. 
have developed to share findings. 
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→ Cultural competency. An evaluator‘s 
approach must demonstrate respect 
for the various cultures of the 
communities where the evaluator 
works. Mutual respect along with 
understanding and acceptance of 
how others see the world is crucial. 
Genuine sensitivity to the culture and 
community will increase the comfort 
level of program staff, participants, 
and other stakeholders to encourage 
their involvement. It also will ensure 

Considerations: Ask the candidates tough questions, 
especially if you work with a population that has 
historically been stereotyped or treated unfairly. Ask the 
candidates what experience they have with the 
population you serve. Keep in mind that no one is without 
assumptions; however, being aware of and confronting 
assumptions with honesty is a critical skill for evaluators 
to be able to achieve cultural sensitivity. 

that data collection tools are appropriate and relevant, thus increasing the accuracy of findings. 

→ Budget and cost. Ideally, you should 
ask candidates to prepare a written 
proposal for your evaluation, 
including a budget. To get good 
proposals, provide candidates with 
clear information about the 
program’s objectives, activities, and 
audience. Be explicit about the 
deliverables expected from the 

Considerations: Present the candidates with expectations 
for the job requirements and cost. Be clear about the 
required elements. Allow them time to consider and 
negotiate. Be open to what additional ideas they may 
have to supplement the required elements. 

evaluator, as outlined in the Texas ACE requirements so that both parties agree about the level 
of effort required to complete the work. 

→ Time and access. Make sure that 
candidates have the time to 
complete the necessary work. Site 
visits and regular meetings will be 
necessary. The more contact the 
evaluator has with your program, the 
better the evaluator will understand 
how it works and the more 
opportunities the evaluator will have 
to monitor data collection activities. 
Regular meetings also let you 
monitor the evaluator’s performance 
and stay on top of the timeline. 

Considerations: Ask the candidates what their other 
professional commitments are and how much time they 
will be able to devote to your project. Compare their 
responses to your estimates of the time needed to do the 
work. Develop a timeline together with your chosen 
evaluator that describes various stages of the evaluation 
process, including site visits and data collection (e.g., 
analysis, report writing). 

→ Data ownership and control. Organizations should follow their own local contracting policy and 
data-sharing agreements. It is essential that project staff review, in advance, all evaluation 
reports and presentations before 
they are released to the funder or 
other audiences. This process ensures 
that program staff are aware of the 
results and have an opportunity to 

Considerations: This point is a nonnegotiable. Be sure to 
be clear with the candidates about data ownership. 
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correct any inaccuracies. As part of the written data-sharing agreement or contract, be sure to 
include a requirement that the evaluator review data and reports with you prior to all public 
dissemination of results. In addition, it is important to establish that the evaluator will be 
working for the project, not the funder. 

→ References. Ask for references and check them. Be sure that references include directors of 
programs that each candidate has worked with and ask about specific experiences with the 
candidate, such as how well the evaluator worked collaboratively with staff and how the 
evaluator navigated any challenges that arose during the evaluation. 

Finally, keep in mind that an important part of an evaluator’s job is to assist in building the skills, 
knowledge, and abilities of staff and other stakeholders. It is critical that all parties can work well 
together. Make sure to invite finalists to meet the local evaluation team, program staff, and others with 
whom they will be working to see who best fits with individual styles and your organizational culture. If 
the fit is good, your evaluation is off to a great start. Sample interview questions are provided in the box. 

Sample Interview Questions 

   
 

       
      

   
   

 
     

      
       

  
 

   
    

       
    

         
 

 
 

    
  
      

 
       

  
      
     
       

  
 

   
  

   
 

      
  
    
      

  

Philosophy/Approach 
 How would you describe your overall philosophy to evaluation? 
 Describe what you see as the end result of an evaluation. 
 How do you manage relationships when conducting evaluation? 

Training/Experience 
 What type of training do you have as an evaluator? Did you complete any courses specific to 

evaluation or research methods? 
 What types of methods (qualitative, quantitative, or both) are you most comfortable with? 
 Have you evaluated similar programs with similar target populations? 
 Describe your previous work as an evaluator. What specific experiences do you have doing a wide 

range of evaluation-related tasks? 
Communication 
 Provide an example of how you would share some evaluation findings with different stakeholders 

(e.g., parents, staff, community members). 
 What is your approach to presenting and communicating information? 

Cultural Competence 
 What experience have you had with the population our program serves? 

Time Commitment 
 How much time will you be able to devote to this project? 
 What other professional commitments do you have that may impact the time you are able to 

devote to this project? 

Page | 5 



   
 

 
     

 
     

   
  

 
    

 
     

    
 

  
 

     
    

 
      

    
   

 
 

   
 

       
      

 
 

 
       

     
 

 
  

                                                           
    
     

    

Resource 2. Sample Independent Evaluator Agreement Template2 

The sample local independent evaluator template aligns with pages 3 and 4 of the 
Local Evaluation Guide. Although some grantees may have their own contract 
agreements to draw from, others may find the template useful in constructing 
agreements for evaluation services.3 It also may be useful when deciding on roles and 
responsibilities for internal evaluators. When using the template, text in red should be 
customized to meet specific grant needs and the level of evaluation service purchased 
based on the local evaluator cost guidelines outlined for your grant cycle. Items in red 
are suggestions and should not to be included in the final document. Also, the 
included content is based on including all required and recommended evaluation 
activities outlined within the Local Evaluation Guide. 

Independent Evaluator Service Agreement Between 
[Texas ACE Grantee (Grantee)] and [Evaluator/Agency Name] 

Charge 
The independent evaluator (evaluator), [Evaluator/Agency Name], has been engaged by the 
[Texas ACE Grantee (grantee)] to evaluate the implementation of the Texas ACE (aka 21st 
Century Community Learning Centers/21st CCLC) grant from the Texas Education Agency (TEA). 

Contact Information 
[Evaluator/Agency Name] can be contacted at [address, phone, fax, email]. 

[Evaluation contact name] will be the evaluation contact for the program. [Grantee] can be 
contacted at [address, phone, fax, email]. [Grantee contact name] will be the contact for the 
program. 

Audiences 
The primary audiences for this evaluation are as follows: [List audiences with which the 
evaluator and/or grantee will share evaluation data, i.e., school districts, TEA, potential new 
funders, parents/students/community]. 

2 Adapted with permission from the Michigan Department of Education. 
3 All contracted services paid with federal 21st CCLC funds must comply with the procurement standards and other 
relevant requirements in the TEA’s General and Fiscal Guidelines and federal regulations. 
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Reporting and Dissemination 
The evaluator will be responsible for collaborating with the project director and center staff to 
plan the evaluation, draft, and edit evaluation reports as outlined in the next section. The 
grantee will be responsible for completing the reporting requirements indicated by TEA, with 
evaluator support. It is understood that the evaluation report will be as concise as possible, but 
additional information can be provided by the evaluator upon request. Required and 
recommended reporting guidance is provided in the Local Evaluation Guide. 

The evaluator will release the evaluation report to the grantee with the understanding that the 
grantee will submit the report to the TEA by the due date and disseminate the report, along 
with any accompanying statement, to other key stakeholders. The evaluator will work with key 
grantee members to help interpret the data. The evaluator may be requested to assist in 
presenting findings and facilitating discussions with key stakeholders in understanding the 
report. In all cases, the evaluator will review data and reports with the grantee prior to all 
dissemination of results. The grantee may choose to endorse or not endorse the report 
depending on its judgment of the quality and appropriateness of the report by inserting a 
statement at the beginning of the document or attaching a separate letter. 

Evaluation Activities 
Activities that are included in the evaluation are as follows: 

• Assist in building the skills, knowledge, and abilities of center staff and stakeholders 
in implementing center-level evaluation activities. 

• Participate fully in the development and planning of a center-level logic model and 
overall process and outcome evaluation. This includes meeting with the project director 
to review the TEA’s evaluation requirements and creating a project plan and timeline for 
identifying evaluation methods and implementing the evaluation activities. Also, 
determine what additional data will be collected along with data collected through 
TX21st and state-level evaluations made available to local evaluators, as applicable. 
These data should include a review of the needs assessment used to inform the 
program. 

• Participate fully in implementation of the evaluation plan and lead collection of data as 
specified in the plan on the agreed-on timeline. 

• Conduct on-site quality observations. Quality assessment strategies and frequency of 
observation will be identified by the local evaluation team. 

• Document process and outcome results to guide decision making. 
• Participate in action planning to improve operations and programming by identifying 

improvement needs and challenges. 
• Conduct quantitative and qualitative data analysis and assist centers in understanding 

the results. 
• Produce an annual executive summary for submission to the TEA and a local program 

evaluation report for public posting by the grantee. Required and recommended 
reporting guidance is provided in the Local Evaluation Guide. 
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Resources 
It is expected that sufficient resources will be made available to the evaluator by the grantee for 
this evaluation based on the allowable funding levels provided in the cycle grant application. The 
grantee key staff and district staff will be available to collaborate with the evaluator to provide 
support for the evaluation. The grantee may authorize the evaluator to request access to the 
TX21st System (TEA data tracking system), provided that the evaluator specifies how the data will 
be secured and used. The local evaluator will attend relevant conferences, meetings, and 
conference calls to understand and collect data. If costs are incurred for conferences, the grantee 
will pay the additional costs (e.g., hotel, registration). The total cost of the evaluation of the 
[number of] program sites for the time period of August 1, [year], to July 31, [year], will be [total 
amount of contract]. Additional years of evaluation may be negotiated upon receipt of future 
funding and mutual consent. Payments will be made to the evaluator in the amount of [list 
payment schedule—amount & dates], [link payment increments to deliverables]. 

Grantee Evaluation Deliverables 
The evaluation deliverables for [school year] include the following: 

[Note: Customize the deliverables to address your evaluation needs.] 

Deliverable Due date/process 
1. Participate on a local evaluation team and 

assist in informing action planning. 
• Beginning (August/September) 
• Middle (December/January) 
• End of Year (May/June) 

2. Develop center-level logic model(s) in 
partnership with the local evaluation team. 

• Due annually at the end of the fall 
semester (TEA requirement) 

3. Complete and update process and outcome 
evaluation plans in partnership with the 
local evaluation team. 

• August/September (annually) 

4. Implement evaluation activities as outlined 
within the evaluation plans (e.g., quality 
assessment observations, surveys, focus 
groups). 

• Based on evaluation plans 

5. Submit either a grantee-level or a center- • Evaluator to submit summary to 
level executive summary to the grantee for grantee by [date] 
submission to the TEA. • Due annually on July 31 by grantee (TEA 

requirement) 
6. Submit an annual evaluation report to the 

grantee. 
• Evaluator to submit report to grantee 

by [date] 
• Grantee to post report annually (TEA 

requirement) 
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______________________________________ ______________________ 

______________________________________ ______________________ 

Evaluation Use 
The evaluator will present the evaluation reports and findings in such a manner that grantee 
members will understand and be able to use the data to inform decisions and program 
improvement. The Presentation of findings may include but are not limited to the following: 

• [One-on-one meetings with project director, site coordinators, school representatives, 
others] 

• [Group meetings with site coordinators, center staff, school staff, others] 
• [Workshops designed to understand and use data resulting in action plans] 
• [Site visits during program time] 
• [Formal presentations to key stakeholder groups, such as the advisory group, boards of 

education, community groups, others] 

Access to Data and Rights of Human Subjects 
It is understood that the grantee will make available to the evaluator all data and reports 
required by the evaluator to fulfill contract requirements. The Family Educational Rights and 
Privacy Act regulations allow local evaluators to have access to student data if the evaluation is 
designed to 

conduct studies for, or on behalf of, educational agencies or institutions for the purpose of 
developing, validating, or administering predictive tests, administering student aid programs, 
and improving instruction, if such studies are conducted in such a manner as will not permit the 
personal identification of students and their parents by persons other than representatives of 
such organizations and such information will be destroyed when no longer needed for the 
purpose for which it is conducted, and contractual partners with [Name of District] schools. 
(The Family Educational Rights and Privacy Act , FERPA). 

In the implementation of this evaluation, the evaluator will take every precaution to adhere to 
the three basic ethical principles that guide the rights of human subjects as derived from the 
Belmont Report: respect for persons, beneficence, and justice. Evaluation data will be collected 
in a manner representing these principles, and evaluation reporting will be done with respect to 
human dignity, providing constructive feedback without bias. The evaluation will be conducted 
adhering to the American Evaluation Association’s Guiding Principles, which include systematic 
inquiry, competence, integrity/honesty, respect for people, and responsibilities for general and 
public welfare. 

Signatures 
This evaluation agreement has been reviewed by both the [grantee fiscal agent] and the local 
evaluator. The signatures and dates signify that the agreement is satisfactory to all parties, and 
there are no conflicts of interest on behalf of the evaluator in conducting this evaluation. 

[Evaluator Contact & Agency Name] Date 

[Grantee Fiscal Agent & Agency Name] Date 
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Resource 3. Program Quality Assessment Decision Guide 

This decision guide aligns with guidance provided on pages 12–14 of the Local 
Evaluation Guide. The information is intended to assist centers in understanding the 
types of quality assessment tools available and identifying measures that best address 
the unique needs of their program. 

Approaches and Benefits of a Quality Assessment Process 

Centers are encouraged to conduct quality measurement to assess point-of-service and/or 
organizational quality of their programs. Point-of-service measures often are collected through 
observational assessment, and organizational measures often are done through surveys or interviews. 
This program quality assessment process often is a collaborative process to understand implementation 
of various components of the program and used to develop an action plan to support program 
improvement. 

Point of service measures examine the environment where 
youth experience the program. These measures tend to 
focus on staff practices related to creating a caring, 
nurturing, and supportive environment; structuring 
activities to support youth skill building; providing 
opportunities for positive youth interactions; and providing 
youth with sufficient autonomy to be active participants in 
their own learning and development. They examine the 
relationships between staff and youth, the relationships 
among youth, and the nature of the activities to determine 
if they are engaging and youth centered. 

Organizational measures focus on the adoption of effective 
organizational processes that help ensure the creation of 
developmentally appropriate settings for participating 
youth. For example, these measures are more likely to 
describe criteria for effective management and financial 
practices, staff development, and sustainability. They also 
look at how the program works with various external 
partners, such as families, schools, and community 
organizations. 

Examples of common constructs 
associated with point-of-service 
measurement: 
 Safety 
 Relationships 
 Environment and Climate 
 Programming and Activities 
 Youth Participation and 

Engagement 

Examples of common constructs 
associated with organizational 
measurement: 
 Management and Governance 
 Staffing and Staff Development 
 Community Partnerships 
 Coordination/Alignment With 

School 
 Parent and Family Engagement 
 Program Sustainability and Growth 
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Both point-of-service and organizational measures yield information beneficial to centers by outlining 
strengths and areas of need in the program. Centers benefit by using findings from their assessments to 
create action plans for improvement. This program quality assessment process generates a cycle of 
continuous quality improvement where programs use quality data to inform change in their programs. 

Benefits: Research has shown that a focus on creating a high-quality program increases youth 
engagement and participation, which then increases the likelihood of youth improving on desired 
outcomes, such as academic or social emotional skills.4 Program quality assessment measurement tools 
are fairly common in out-of-school programs, but the program quality and youth development 
dimensions that are included in the available measures is diverse. What is universal is the importance of 
focusing on the process of quality improvement, not specific quality scores. By creating a low-stakes 
environment, staff are encouraged to be honest about their strengths and weaknesses, which makes the 
assessment a more accurate representation of a center’s current state and makes the data more 
meaningful and more likely to lead to program improvement through reflection and action planning. In 
addition, professional development trainings and resources often are aligned to support centers in 
making changes. Even the initial collection of these program quality data can help staff in understanding 
best practices and give them tangible ideas that they can begin to use immediately to make the program 
operate more effectively and make their jobs easier. In short, a focus on quality assessment and 
improvement provides a more pleasant and beneficial experience for everyone involved in the program. 

4Naftzger, N., Manzeske, D., Nistler, M., Swanlund, A., Rapaport, A., Shields, J., . . . Sugar, S. (2013). Texas 21st 
century community learning centers: Year 2 evaluation report. Naperville, IL: American Institutes for Research. 

Page | 11 



   
 

 

 
  

 
   

   
     

     
    

   
 

  

   
       

    
    
     
  
  
   

 

   
 

    
 

 
    

  
  
  
  
   

 

    
    
   
    
    
   

 

Key Steps in the Process 

Step 1. Select the program quality assessment measure 
Centers will need to establish which measurement tool works best for them for measuring program 
quality. The following quality assessment decision guide will assist centers in identifying measures 
that best address their program needs. Although programs might already have a measure they are 
using, it is suggested that centers use the guide to examine criteria associated with selecting a robust 
assessment measure and the necessary processes for centers to do this assessment well. 

Quality Assessment Decision Guide 

Overview of Common Quality Assessment Tools 
The following common program quality assessment tools are reviewed in this Decision Guide. This list 
is not exhaustive, and programs may have their own locally developed tool. 

• Weikart Center’s Youth Program Quality Assessment (YPQA, SAPQA, or Form B) 
• NIOST’s Assessing Afterschool Program Practices Tool (APT-O or APT-Q) 
• NYSAN’s Quality Self-Assessment Tool (NYSAN) 
• School-Age Care Environment Rating Scale (SACERS) 
• Dimensions of Success (DoS) STEM focused tool 

Questions for the Local Evaluation Team to Discuss 

→ When our center thinks about program quality this year, do we want to work on point-of-
service or organizational quality? 

Typical Point-of-Service Topics Typical Organizational Topics 
 Safety  Management and Governance 
 Relationships  Staffing and Professional Development 
 Environment and Climate  Community Partnerships 
 Programming and Activities  Coordination/Alignment with School 
 Youth Participation and Engagement  Parent and Family Engagement 

 Program Sustainability and Growth 
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→ Does our center already have a program quality assessment tool that is being used? 

If yes, does our tool meet the criteria of a robust measurement tool? Note: The 
purpose of these criteria is to encourage centers to reflect on best practices 
associated with program quality measurement. Some criteria may be unique to a 
point-of-service or organizational assessment. 

o Assesses the implementation of the program and/or the quality of service 
delivery, not specific outcomes. 

o Meets the purpose of collecting information for self-assessment and program 
improvement. 

o An observation data collection method is included for point-of-service 
assessment. 

o It has levels of quality and is not solely a checklist (i.e., how standards are 
framed). For example, rating on positive relationships may be on a 3- or 4-point 
scale, rather than only marking yes or no on the existence of these relationships. 

o Data collection process recommends a team process with various stakeholders, 
not solely program leadership or external assessors. 

o Training on how to use the tool is available. 

o Additional resources are aligned to the tool (e.g., toolkits, trainings, planning 
tools). 

o Evidence backs up the measurement constructs and the technical properties of 
the instrument to see how strong and rigorous it is. 

If the current 
measure does 

not meet 
most criteria 
of a robust 

measurement 
tool, centers 
may want to 

consider 
revising the 
current tool 

or selecting a 
new tool. 

→ What content areas related to point-of-service does our center most need to address? 
What is our center’s preferred method and capacity for data collection? 

o Weikart Center’s Youth Program Quality Assessment (YPQA or SAPQA) 
 http://cypq.org/assessment 
 Content 

• Domains: Engagement, Interaction, Supportive Environment, Safe Environment 
• Scales: Emotional Safety, Healthy Environment, Emergency Preparedness, 

Accommodating Environment, Nourishment, Warm Welcome, Session Flow, 
Active Engagement, Skill-Building, Encouragement, Reframing Conflict, 
Belonging, Collaboration, Leadership, Adult Partners, Planning, Choice, and 
Reflection 

 Method: observation, either self-assessment or external assessment 
 Training options available: 1-day PQA Basics training or 2–4-hour online modules. 

Also, 2 Day External Assessor training available for becoming reliable assessors. 
Regional trainings nearby might be an option if you contact them. 

 Approximate Costs: ~$4,500 for 1-day live Basics training for 25 people or 
$110/person for online Basics; measures are free to download 
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o NIOST’s Assessing Afterschool Program Practices Tool (APT-O) 
 https://www.niost.org/Training-Descriptions/the-assessment-of-afterschool-

program-practices-tool-apt 
 Content 

• Domains: Learning and Skill Building, Program Organization and Structure, 
Supportive Social Environment 

• Program features assessed: stimulating engaging/thinking, quality activities; 
targeted skill building; youth positively engaged; individualized needs; 
responsibility and leadership; positive behavior; conducive space for learning; 
flexible approaches; organization; connections with school; staff support; 
welcoming environment; supportive staff–youth relationships; positive peer 
relationships; and connections with families 

 Method: observation 
 Training options available: 1-day on-site training or online modules; 2-day training 

available for full suite of tools (with Survey of Academic Youth Outcomes measures). 
 Approximate Costs: ~$8,750 for 1-day live APAS training for 20 people (can include 

all measures) or $200/person for APT Online Training or $600/person for full APAS 
Online Training (with all measures); measures are included with training costs or 
free with permission 

o School-Age Care Environment Rating Scale (SACERS) 
 http://ers.fpg.unc.edu/school-age-care-environment-rating-scale-sacers and 

https://www.ersi.info/sacers.html 
 Content 

• “Basic Needs”: Protection of Health and Safety, Positive Relationships, and 
Opportunities for Stimulation and Learning 

• Subscales: Space and Furnishings, Health and Safety, Activities, Interactions, 
Program Structure, Staff Development, and Special Needs 

 Method: observation, ask some questions 
 Training options available: 5-hour online or live option (contact for information) 
 Approximate Costs: $149 for online introductory course, measure is $21.95, with 

$8.95 for scoring sheets 

o Dimensions of Success (DoS) STEM focused tool 
 https://www.thepearinstitute.org/dimensions-of-success 
 Content 

• Categories: features of learning environment, activity engagement, STEM 
knowledge and practices, youth development in STEM 

• Dimensions: Organization, Materials, Space Utilization, Participation, Purposeful 
Activities, Engagement With STEM, STEM Content Learning, Inquiry, Reflection, 
Relationships, Relevance, and Youth Voice 

 Method: observation 
 Training options available: DoS certification training involves a 2-day live webinar 

training, completion of video calibration exercises, a 1-hour live calibration session, 
and successful completion of two practice observations in the field. In-person 
training for state networks or organizations can be arranged as needed for an 
additional cost. 
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 Approximate Costs: The DoS certification process costs $375 per person and includes 
2 days live webinar training, training materials (electronic; printed for a $50 fee), 
personalized calibration feedback and a 1-hour calibration call, feedback on two practice 
field observations, certification for 2 years, access to online database for data 
uploading/storage, quarterly reports on request, and ongoing assistance 

→ What content areas related to organizational elements does our center most need to 
address? What is our center’s preferred method and capacity for data collection? 

o Weikart Center’s Youth Program Quality Assessment - Form B 
 http://cypq.org/assessment 
 Content 

• Domains: High Expectations, Youth-Centered Policies and Practices, Access 
• Scales: Staff Qualifications, Program Offerings, Youth Influence on Activities, 

Youth Influence on Policy, Staff Development, Supportive Social Norms, High 
Expectations, Program Improvement, Staff Availability, Schedules, Barriers to 
Participation, Communication With Families, Organizations and Schools 

 Method: interview with staff 
 Training options: 1-day PQA Basics training or 2–4-hour online modules. Regional 

trainings nearby might be an option if you contact them. 
 Approximate Costs: ~$4,500 for 1-day live Basics training for 25 people or 

$110/person for online Basics; measures are free to download 

o NIOST’s Assessing Afterschool Program Practices Tool (APT-Q) 
 https://www.niost.org/Training-Descriptions/the-assessment-of-afterschool-

program-practices-tool-apt 
 Content 

• Domains: Learning and Skill Building, Program Organization and Structure, 
Supportive Social Environment 

• Program features assessed: stimulating engaging/thinking, quality activities; 
targeted skill building; youth positively engaged; individualized needs; 
responsibility and leadership; positive behavior; conducive space for learning; 
flexible approaches; organization; connections with school; staff support; 
welcoming environment; supportive staff–youth relationships; positive peer 
relationships; and connections with families 

 Method: questionnaire self-assessment 
 Training options: 1-day on-site training or online modules; 2-Day training available 

for full suite of tools (with Survey of Academic Youth Outcomes measures) 
 Approximate Costs: ~$8,750 for 1-day live APAS training for 20 people (can include 

all measures) or $200/person for APT Online Training or $600/person for full APAS 
Online Training (with all measures); measures are included with training costs or 
free with permission 

o NYSAN’s Quality Self-Assessment Tool (NYSAN) 
 http://networkforyouthsuccess.org/qsa/ 
 Content 

• Essential elements: Environment and climate; administration and organization; 
relationships; staffing and professional development; programming and 
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activities; linkages between day and afterschool; youth participation and 
engagement; parent, family, and community partnerships; program 
sustainability and growth; and measuring outcomes and evaluation. 

• The elements represent a mix of activity-level, program-level, and 
organizational-level concerns. 

 Method: primarily interview, with some observation, exclusively for self-assessment 
 Training options: contact NYSAN for more information 
 Approximate Costs: measure is free to download; training webinars free; contact for 

more information 

→ How do these tools compare on the essential criteria for program quality assessment 
tools? 

Robust Measurement Tool Criteria 
Improvement Self- Recommends Survey/ Levels of Tool Observation purpose assessment team process Questionnaire quality 

APT x x x x x x 
DoS x x x x — x 

NYSAN x x (exclusively) x — x x 
SACERS x x — x — x 
YPQA x x x x x x 

Available Tr aining and Resources Aligned to the Tool 

Tool Tool training 
available Aligned resources 

Training on leadership, youth learning and enrichment, and relationship 
APT Yes building. Is aligned to the Survey of Academic Youth Outcomes youth 

measures 
DoS (STEM) Yes Planning tools 

NYSAN Yes Supplemental tools on STEM, summer learning, college and career 
readiness and global learning 

SACERS Yes — 
Youth Work Methods Trainings on things like youth voice, planning and 

YPQA Yes reflection, active learning, building community, and more. Supplemental 
versions of the tool available (e.g., school age, STEM, academic skill 
building). Also has a planning process and tools. 

Tec hnical Prop erties Comparison 

   
 

    
  

     
   

 
     
      
     

 
 

   
 

 
   

 

 

 
 

 
 

 

 
 

 

 

 

 
 

 
 

 
       

 
 

 
 

 
 

 
 

 
 

 
 

 
 

       
 

 

 
  

 

  

  

  
 

  
 

 

 

 

 

 

 

 
 

 
 

    
   

   
 

  
 
 

 

 
 

 
 

 

 
 

 
 

 

 
        
 

   
 

     
        

        
          

  
 

Validity of Score Interrater Test-retest Internal Convergent Concurrent Tool scale distributions reliability reliability consistency validity validity structure 
APT — x — — — x — 
DoS was not included in this study 

NYSAN — — — — — — — 
SACERS — x — x x x — 
YPQA x x x x x x x 

Source: Yohalem, N., & Wilson-Ahlstrom, A. (with Fischer, S., & Shinn, M.). (2009). Measuring youth program quality: A guide to 
assessment tools (2nd ed.). Washington, DC: The Forum for Youth Investment. 
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action planning 
process 

→ Does our program have the necessary components in place to conduct a program quality 
improvement process well? What do we need to do to build our team to get ready? 

o Available facilitator to coordinate the process 
o Available staff to participate in data collection 

assessment process 
Requirements for 

o Dedicated staff time for training and data collection (when not leading 
programs)—critical to success of the process, and it is ideal to pay staff 
for the time they dedicate to this process 

o Staff knowledge and skills in data collection 

Requirements for o Knowledge about how to analyze and report the data 
o Staff knowledge and skills in data analysis and interpretation 
o Staff time for training and participating in action planning 

o Resources to support implementation of action plan (e.g., training, 
Requirements for toolkits) 

process 
implementation o Staff meetings for ongoing discussions of action plans and progress 

monitoring 
o Commitment to continuous improvement for future development of 

program 

Step 2. Prepare for program quality assessment process 

→ Once the program quality assessment measure has been selected, the center will need to reach 
out to the organization that supplies the measurement tool to arrange all necessary components 
to use the measure. Instructions on how to obtain necessary permissions were provided earlier 
for the example measures used. 

→ Preparation also includes purchasing training and associated materials. Validated measures often 
have training available on how to use the measure so that the entire evaluation team can conduct 
this assessment to the best of their abilities. Training is available online or in person for various 
measures. Importantly, training cost may be incurred by centers, so this may be an important 
consideration when selecting the tool. All arrangements for obtaining training can be made with 
the organization that owns the measure. 
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Step 3. Receive training in program quality assessment measure 

All local evaluation team members who will be using the program quality assessment measure should 
obtain training in the measure, whether online or in person. Training should focus on understanding 
the core concepts in the measure, as well as the process of data collection. Importantly, training cost 
may be incurred by centers, so this may be an important consideration when selecting the 
measurement tool. This ensures that participants understand exactly what is being measured and feel 
prepared for the process. It also ensures that the data collected are accurate and meaningful. 

Step 4. Conduct assessment and scoring meeting 

Most point-of-service quality assessment measures are collected through observations. 
Organizational assessments are more likely to rely on interviews or surveys. Observations or survey 
input should be included from everyone on the evaluation team because they all have perspectives 
that can give a more holistic view of the program. This often culminates in a scoring meeting, where 
the evaluation team meets to develop consensus on final scores summarizing where the program is 
at this time. 

Step 4. Develop an action plan 

Using the quality assessment scores, bring the evaluation team back together to develop an action 
plan, using the Action Planning template in this toolkit. Centers should select improvement areas and 
strategies that are framed with SMART (specific, measurable, attainable, relevant, timely) criteria. 
The team should outline a clear plan for all the necessary components for how they will work 
together to achieve these goals. It is suggested that one goal be a “low-hanging fruit,” something that 
can be addressed more quickly and give the team a quick win. 

Step 5. Implement the action plan 

→ Explore resources that can help the center successfully implement the action plan and accomplish 
all strategies. Available trainings and toolkits often are aligned with validated quality 
improvement measures. Staff can benefit greatly from access to these resources. Set aside time 
in the program to have ongoing conversations about the action plan and progress toward 
completion. 
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Resource 4. Measurement Guidance 

This measurement guidance aligns with information provided on pages 12–16 of the 
Local Evaluation Guide and is intended to assist centers in decision making and 
preparations for their local evaluation planning. 

Selecting Measures for Local Evaluation 

Centers are encouraged to select measures to use in their local evaluation efforts that best align with 
their center goals. Many existing measures have been developed that could support a center’s process 
or outcome evaluation efforts, but sometimes instruments do not fit well with what the team is hoping 
to measure. Therefore, it is an option to adapt or create custom measures that better suit the center’s 
needs. Both strategies have advantages and disadvantages. This information is outlined, along with tips 
for customizing or developing measures to support your center’s evaluation planning process. 

Standardized Measures 
Pros 

 Has typically undergone psychometric 
analysis, making it more rigorous 

 Is more likely to have reliability, or 
consistency in responses 

 Is more likely to have validity, or certainty 
that it is measuring what it intends to 

 Already completed and requires no time 
to develop 

 May have comparison data to see how 
your participants compare to others 

Cons 
 May not measure exactly what you want 

to measure 
 May be a longer measure than is desired 
 May use more technical terms that 

aren’t clear to your participants 
 May charge for administration and be 

cost prohibitive for centers 

Locating Standardized Measures 

+ You for Youth: https://y4y.ed.gov/tools/ 
+ From Soft Skills to Hard Data: Measuring Youth Program Outcomes: 

http://www.readyby21.org/resources/soft-skills-hard-data-measuring-youth-program-outcomes 
+ Afterschool Youth Outcomes Inventory: https://pasesetter.org/initiatives/youth-outcomes 
+ Measuring Youth Program Quality: http://www.cypq.org/content/measuring-youth-program-

quality-guide-assessment-tools-2nd-edition 
+ See Resource 3 for more information on standardized quality assessment tools 
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Considerations: 
Outcome measures are the most difficult to create and therefore it is wise 
to use existing measures. It is better to use entire sections of rather than 
change quality assessment tools. Satisfaction surveys of stakeholders may 
be the easiest for centers to customize. 

Examples of When You Might Want to Customize 

→ Quality Assessment: The quality assessment tool you chose is very long and takes a long time to 
complete. You want to make it less overwhelming for your team to participate in the 
assessment, as well as be more targeted on specific areas of quality. 

→ Social and Emotional Outcomes Youth Survey: A wide variety of social and emotional outcomes 
can be measured. You locate a survey that has many skills identified as a focus for your program. 
However, the instrument includes skills you don’t focus on and is missing some that are really 
important. 

Custom or Adapted Measures 
Pros 

 Measures exactly what you want to 
measure 

 May be able to have a shorter measure 
that takes less time for participants to 
complete 

 Piloting the measure can help further 
tailor the measure specifically to your 
needs 

Cons 
 Adapting or changing existing measures 

at all removes all existing 
validity/reliability 

 Takes time to develop, especially if 
developing a completely new measure 

 Can be difficult to work out conceptually 
what is desired to be measured, 
achieving clear definitions and indicators 

 Should undergo a pilot to test that how 
the instrument performs 

 Ideally requires support from someone 
with more advanced measurement 
design skills 

Considerations: 
There is a difference between measures that are open source and those 
that have a copyright. Explore if the measure is open source and can be 
used freely or adapted to meet the program’s need. Contact the owner of 
the measure to obtain necessary permissions to use as is or adapt. 
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Steps for Developing Custom or Adapting Existing Measures 

Step Developing custom measures Adapting existing measures 

Establish Start with clear goals about what you Start with a discussion of your goals 
clear goals hope to accomplish and cover with the 

measure, making sure everyone on the 
team agrees and can stay focused on this 
purpose. This will help limit debates 
later. 

compared with the existing measure. 
Establish what is not working with the 
measure and be clear on why adapting is 
the best path forward, after weighing the 
pros and cons. 

Outline core Develop detailed definitions of any key Discuss all the concepts in the measure 
components concepts so that it is clear what you are 

examining. This may need additional 
refinement later but focusing on having 
consistent definitions early will allow for 
clarity throughout the process. 

one by one, outlining what can be kept 
and what areas need to be changed. Also 
outline what key concepts are missing. 

Craft Craft a list of all key indicators that are For any concepts that are missing, craft 
indicators specific and clear about what you are 

measuring, have observable actions or 
behaviors, and are measurable and 
quantifiable. 

detailed indicators for what you want to 
cover. 

Develop 
questions 

Working from your list of indicators, 
develop each individual question for your 
measure. This may require many 
meetings or drafts of versions to be 
passed around to all team members. 

→ Best Practice Tip: Test out the 
questions with some of your 
participants to see how it sounds 
to them. 

Work through the list of changes. Develop 
new items using your new indicators. 
Remove extraneous items. Make any 
minor adaptations, cautious of any 
possible confusion. 

→ Best Practice Tip: It can be better 
to simplify by reducing the number 
of items or entire sections rather 
than changing wording or scale to 
a yes/no, so as to not lose 
meaning. 

Pilot the 
measure 
and refine 

Before launching the measure for use 
across the center or grantee, pilot it with 
a small group of stakeholders. After 
collecting data, discuss what suggestions 
they have for changing the measure and 
make the appropriate changes. 

Vet the adapted measure with relevant 
stakeholders and participants to make 
sure any changes are clear. Refine the 
measure accordingly after the feedback. 
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Resource 5. Logic Model Resources and Template 

A logic model is a common tool for depicting your program focus, implementation plan, and outcomes. It describes your 
program and guides the evaluation. Additional resources to support logic model development are provided in this 

resource as a supplement to guidance provided on pages 8–11 of the Local Evaluation Guide. A logic model template 
also is provided. Please refer to the guide for a description of the concepts in this template. You may find it helpful to use 

this template as is or modify it to assist in completing the logic model requirements for your grant evaluation. 

Selected Logic Model Resources 

Logic Model Development Guide from 
W.K. Kellogg Foundation 

Theory of Change Basics from 
ActKnowledge 

A comprehensive 71-page guide that outlines 
the process for developing a theory of change 
and logic model for your program and using 
those tools to develop an evaluation plan 

A brief overview of the rationale and process for 
creating a theory of change model to guide 
program design 

http://www.wkkf.org/resource-
directory/resource/2006/02/wk-kellogg-
foundation-logic-model-development-guide 

http://www.theoryofchange.org/wp-
content/uploads/toco_library/pdf/ToCBasics. 
pdf 

Logic Model Workbook from Innovation 
Network 

A step-by-step guide including templates for 
designing a program’s logic model and using it to 
evaluate results 

http://www.pointk.org/client_docs/File/logic_ 
model_workbook.pdf 

Extension Logic Models from the 
University of Wisconsin 

A description of logic models and a selection of 
templates and examples 

https://fyi.extension.wisc.edu/programdevelo 
pment/logic-models/ 

Developing a Logic Model: Teaching and 
Training Guide from the University of 

Wisconsin 

A detailed description of logic models including 
training materials and a framework for 
development 

https://fyi.extension.wisc.edu/programdevelo 
pment/files/2016/03/lmguidecomplete.pdf 
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Logic Model 
Youth, 

family, and 
community 

needs 

Center goals 

Implementation (process evaluation) Outcomes 
(outcome 

evaluation) 
Inputs 

(resources/assets) 
Program and center 

activities 
Outputs 

(products/fidelity) 
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Resource 6. Local Evaluation Planning Guide: Diving Deeper 

This local evaluation planning guide supports process and outcome evaluation 
planning outlined on pages 12–16 of the Local Evaluation Guide. 

Benefits of Annual Evaluation Planning 

Guidance for constructing local process and outcome evaluation plans is provided in the Local 
Evaluation Guide, and templates for developing these plans are provided in this toolkit. As centers 
develop these plans, it is important to ensure that plans are reviewed annually and adjusted to examine 
evaluation questions that may need further exploration. Specifically, collaboratively reviewing prior 
evaluation results and deriving local evaluation questions for further study allows for a deeper dive into 
how to solve issues of particular importance to a center. Through this process, questions most 
meaningful to all center staff can be explored, which allows center staff to engage more fully in the 
evaluation process and increase the overall likeliness of the findings being used to drive program 
improvement and sustainability. 

This guide outlines a process for identifying local evaluation questions that a center may want to 
examine during the current school year. The questions can be embedded within your process 
evaluation plans or used to supplement or expand on your outcome evaluation plan for the year. 

Key Steps to Developing Local Evaluation Questions 

Step 1. Review prior evaluation results to identify key findings and areas for further study 
→ Organize all evaluation results by your center-level goals. This review largely depends on data 

available to the center (e.g., site visit reports; staff, student, and family interviews and/or surveys; 
student academic and behavioral information). 

→ Discuss the following questions: 
(1) What do we know about our program? List up to five key findings from the review. A key 

finding is defined as a result that stands out as especially meaningful or important to the 
evaluation team. It could be a positive or negative result. For example, 80% of the program 
staff report students are satisfied with the program, but only 50% of the youth reflect this 
same level of satisfaction. 

(2) What do we want to know more about? Based on the key findings generated, list any initial 
questions that may warrant further exploration. For example, why are staff and youth 
reporting different levels of satisfaction? 
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Step 2. Prioritize either process or outcome evaluation questions for further study 
→ Based on the list of When prioritizing questions, consider the following criteria: 

initial questions o extent to which the question can be addressed this school year 
identified, narrow the o center’s capacity to collect data to examine the question 
list down to two (or o meaningfulness of the question in relation to the needs being 
more) initial evaluation addressed by the center, including program improvement or 
questions. sustainability efforts 

Step 3. Refine and specify the evaluation questions 
→ Refine and specify the Tips for creating good evaluation questions: 

evaluation questions in  Use SMART criteria from the Local Evaluation Guide 
measurable terms.  Focus on something specific, not a general idea 

 Clearly define key terms within the question to ensure consistency 
with interpretation 

 Avoid broad questions by limiting the scope of the question to 
areas deemed most important 

 Ensure that it is measurable 
 Link the question to program improvement or sustainability to 

ensure that the question is useful to the center 

Step 4. Develop an evaluation plan for each evaluation question identified including core methods 
for examining the evaluation question (Note: Local evaluators have expertise in this area and will be 
instrumental to the successful design and implementation of the evaluation plan). Key aspects of 
evaluation plans are described here. The evaluation plan on page 14 of the Local Evaluation Guide 
can be adapted for this purpose. 
→ Identify the Evaluation Question: Identify the evaluation questions of interest to your program 

from Step 3. 
→ Process/Outcome Measure: Decide what will be reviewed to determine progress (e.g., materials, 

specific percentages or numbers). Measures should be directly aligned with the activity or 
program attribute being assessed. 

→ Data Collection Method and Timeline: Specify how your measures will be collected, including the 
type of measure and the timeline with which it will be administered. 

→ Responsible Party: Identify specific individuals who are responsible for data collection and make 
sure they are adequately trained. 

Examples of process and outcome evaluation plans are provided on the following pages. 

Step 5. Implement the evaluation plan 
Depending on the proposed methodology, provide adequate training to program staff on evaluation 
activities and initiate data collection. 

Step 6. Communicate and use results 
Once data are collected, convene the evaluation team to review results and identify areas for 
program improvement and aspects of sustainability. Results should be included within the required 
annual evaluation report and communicated to key staff. Further, results should be used to inform 
the planning for the subsequent school year. 
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Example: Diving Deeper With Process Evaluation 
→ A key finding identified from an annual program review: 80% of the program staff reported that 

students are satisfied with the program, but only 50% of the youth reflected this same level of 
satisfaction. (Data Source: Center Annual Survey) 

Evaluation Question: → Why do center staff report that Grades 3–5 youth have a higher level of 
overall program satisfaction than youth themselves report? 

Process Measure: → Staff and youth perceptions of the program 

Method and Timeline: 

→ A qualitative design will be used to better understand differences in 
perceptions. Staff-level interviews and youth focus groups will be 
conducted to explore these differences after the first 4 weeks of 
programming. 

Responsible Party: 

→ The local evaluator will conduct interviews with program staff and focus 
groups with identified youth. Data will be shared with program staff to 
understand differences, and an improvement strategy will be added to 
the annual action plan based on lessons learned. 

Example: Diving Deeper With Outcome Evaluation 
→ A key finding identified from an annual program review: Regularly attending third-grade students 

are not meeting proficiency targets on the STAAR Math Assessment (Source: STAAR Math 
Assessment). 

→ Why are third-grade students who are attending regularly not meeting Evaluation Question: 
proficiency targets on the STAAR Math Assessment? 

Outcome Measure: → Reasons students are not meeting proficiency targets 

→ A mixed quantitative and qualitative design will be used to better 
understand these findings. STAAR math data will first be explored for all 
regularly participating students. Data for all students who did not meet 
proficiency will be disaggregated to explore any trends, such as specific 

Method and Timeline: areas where students may be struggling the most (e.g., multiplication 
facts). Staff-level interviews and review of lessons will be examined to 
explore the alignment of programming with areas where students are 
not making progress. All data will be examined prior to the start of next 
year’s programming. 

→ The local evaluator will disaggregate data and provide a written report to 
the program director. The program director will collaborate with the site 

Responsible Party: coordinator to review lessons and conduct staff interviews. Based on 
findings, an improvement strategy will be added to the annual action 
plan based on lessons learned. 

In summary, the development of local evaluation questions provides centers an opportunity to take a 
deeper dive into specific program areas of interest. Ultimately, discussing the results of these locally 
derived questions can inform program improvement and sustainability efforts. 
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Resource 7. Process Evaluation Plan Template 
The process evaluation template aligns with guidance provided on pages 12–14 of the Local Evaluation Guide. You may 

find it helpful to use this template as is or modify it to assist in developing your local process evaluation plan. 

Process Evaluation Plan 
Process question Process measure Data collection method 

and timeline Responsible party 
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Resource 8. Outcome Evaluation Plan Template 

The outcome evaluation template aligns with guidance provided on pages 15–16 of the Local Evaluation Guide. You 
may find it helpful to use this template as is or modify it to assist in developing your local outcome evaluation plan. 

Outcome Evaluation Plan 
SMART 

outcome 
Performance 

measure Participants Data source Procedures Data analysis and 
reporting 
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Resource 9. Texas ACE Action Plan Template 

The Texas ACE Action Plan template aligns with guidance provided on pages 17–19 of the Local Evaluation Guide. You 
may find it helpful to use this template as is or modify it to assist in developing your action plan. 

TX ACE ACTION PLAN 
Program name: 
Date plan created: 

What successes/assets can support this work? 

Improvement area identified Rationale/finding that showed this as an improvement need 

Improvement strategy Specific attainable action steps Responsible person(s) Progress measures 
Target 

completion 
date 

What are possible barriers to success? What could be planned to address barriers? 
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 Strengths 
 

  art by listing positive characteristics 
  the program. 

 What advantages does the  
 program have? 

  What resources/assets exist?  
 What do the youth say? 

 Weaknesses 
 
 Identify weaknesses from both your own 

point of view and that of others,  
   including those you serve or deal with. 

 
 •  What would you improve? 
 •   What is missing? 
 •   Would you attend this program? 

 

 
Ex

te
rn

al
 

 Opportunities 
 

  A useful approach when looking at 
 opportunities is to look at the  

 strengths and ask whether these open 
 up any opportunities.  

 
 •    How could you take this program 

  to the next level? 
 •   What partnerships are present? 

 Threats 
 

Cast a wide net for the external part of 
the assessment. No organization, group,  

  program, or neighborhood is immune to 
 outside events and forces. 

 
 •   What obstacles may the program 

 face? 
 •  Could there be budget issues? 

 •    What does the program do in the 
community?  

 
 

 •  Could any of the weaknesses 
 threaten sustainability? 

 
 

Resource 10. SWOT Analysis 

The SWOT Analysis Resource aligns with guidance around action planning provided on pages 17–19 
of the Local Evaluation Guide. You may find it helpful to use this tool in developing your action 

plan. 

What are the strengths and weaknesses of the group, community, or effort, and what are the opportunities 
and threats facing it? 
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Resource 11. Magic Quadrant 

The Magic Quadrant Resource aligns with guidance around action planning provided on pages 17– 
19 of the Local Evaluation Guide. You may find it helpful to use this to assist in developing your 

action plan. 

Magic Quadrant5 

1. Start by asking the group, “What do we need to reach our goal or make our decision?” 

2. Discuss what it means for your program to choose activities in each quadrant. 

3. Decide as a group which quadrant you wish your future activities to be in. 

4. Jot down ideas on sticky notes about steps that may help reach your goal. Post the sticky notes on the 
magic quadrant at the appropriate levels of impact and effort. 

5. Discuss decisions and implications. 

Magic Quadrant Example6 

5 Gray, D., Brown, S., & Macanufo, J. (2010). Impact & effort matrix. In Game storming: A playbook for innovators, rulebreakers, and 
changemakers (p. 241). Sebastopol, CA: O’Reilly. 
6 Public Profit. (2014). Dabbling in the data: A hands-on guide to participatory data analysis. Retrieved from 
https://www.publicprofit.net/Dabbling-In-The-Data-A-Hands-On-Guide-To-Participatory-Data-Analysis 
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Resource 12. Introduction to Data Visualization 

This introduction to data visualization supports recommendations provided on pages 21–25 of the 
Local Evaluation Guide. 

What is Data Visualization? 
Data visualization is an approach to ensure that data are presented effectively for easier interpretation, therefore leading 
to greater usability. This growing practice is based on brain science of what the human brain can process and retain and is 
becoming popular across all fields that report data findings. In education and youth development, it is a particularly 
powerful tool to optimize program staff’s ability to understand and use the data for program improvement. It also is 
critical for telling the story of successes to a wider audience to enhance sustainability efforts. 

Benefits 
Good data visualization increases 

Examples 

the likelihood of 

 The data getting read 
 Diverse audiences 

understanding the data 
 The story getting told more 
 People retaining what they 

learned from the data 
 Findings being used 
 Data being used to improve 

the program 
 Having a participatory 

evaluation 

Principles 
Data visualization should 

 Be simple and clear 
 Provide streamlined 

information 
 Use engaging formats with 

less text and more visuals 
 Reduce clutter and any excess 
 Explicitly name findings and 

conclusions 
 Have strategic and bold use of 

images, color, and so forth 
 Use plain language, with high 

readability and clear visibility 
 Tell a story 

Students built social-emotional learning skills in empathy and 
critical thinking in pre-post testing. 
Self-regulation is an area of opportunity for the program's improvement 
efforts. 

Pre Post 
4.4 Empathy 
4.2 Critical Thinking 4.1 

3.8 
4 Interpersonal Skills 

3.5 

2.9 Self-Regulation 
2.5 

N = 417 

Math was most often named as students' favorite school subject. 
Science is notably low despite recent focus on STEM. 

Math 51% 

ELA 

Science 

Social Studies 

32% 

12% 

5% 
N = 263 
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Data Visualization Resources 

Charts 
+ How to Build Data Visualizations in Excel: https://stephanieevergreen.com/how-to/ 
+ Data Visualization Checklist: https://stephanieevergreen.com/updated-data-visualization-

checklist/ 
+ Data Visualization Tutorials 

+ http://stephanieevergreen.com/how-to/ 
+ https://stephanieevergreen.com/qualitative-viz/ 
+ https://depictdatastudio.com/tag/tutorials/ 

+ Data Visualization Chart Selection Tools 
+ http://stephanieevergreen.com/qualitative-chart-chooser/ 
+ https://depictdatastudio.com/charts/ 
+ https://policyviz.com/2014/09/09/graphic-continuum/ 

+ Book: Effective Data Visualization: http://stephanieevergreen.com/books/ 
+ E-Book: Great Graphs: https://depictdatastudio.com/book/ 
+ Book: Storytelling With Data: http://www.storytellingwithdata.com/book/ 
+ Tableau software and the book by Daniel G. Murray, Tableau Your Data 
+ Tamara Munzner, Visualization Analysis and Design (CRC Press) 

Graphics and More 
+ Graphic design: https://www.canva.com/ 
+ Icons: https://thenounproject.com/ 
+ Dashboards: https://stephanieevergreen.com/dashboard-conversation/ 
+ Fonts: https://www.fontsquirrel.com/ 
+ Color: https://color.adobe.com/create/color-wheel/ or http://instant-eyedropper.com/ 
+ High Resolution Photos: https://www.pexels.com/ or https://pixabay.com/ 
+ Book: Presenting Data Effectively: http://stephanieevergreen.com/books/ 

Reports 
+ Evaluation Report Layout Checklist: http://stephanieevergreen.com/evaluation-report-layout-

checklist/ 
+ Better Evaluation Reporting and more: http://communitysolutions.ca/web/resources-public/ 
+ 1-3-25 Reporting Model: http://stephanieevergreen.com/the-1-3-25-reporting-model/ 
+ Evaluation Reporting Guide: https://www.kauffman.org/evaluation/evaluation-reporting-guide 
+ Book: A Short Primer on Innovative Evaluation Reporting: 

http://communitysolutions.ca/web/evaluation-reporting-guide/ 

Presentations 
+ The Potent Presentations Initiative: http://p2i.eval.org/ 
+ Audience Engagement Resources: https://www.sheilabrobinson.com/resources/audience-

engagement-resources/ 
+ Rad Presenters podcast: http://www.radpresenters.com/ 
+ Book: Audience Engagement Strategy: http://www.eval.org/d/do/1210 
+ Valerie M. Sue and Matthew T. Griffin, Data Visualization and Presentation With Microsoft 

Office (Sage) 
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Resource 13. Introduction to Stakeholder Engagement in Evaluation 

This introduction to stakeholder engagement in evaluation supports a variety of recommendations 
and processes described throughout the Local Evaluation Guide. 

What Is Stakeholder Engagement in Evaluation? 
This beneficial approach ensures inclusivity and participation of key voices beyond the local evaluation team in various 
parts of the evaluation. By facilitating spaces for stakeholders to play a more active role throughout the evaluation 
cycle, and especially in the data analysis stage, you ensure that your evaluation is meaningful and representative of 
your entire program community. The strategies and resources presented here offer support for how to facilitate 
activities specific to evaluation but also may be useful for other goals as well. 

Benefits 

Good stakeholder engagement 
increases the likelihood of 

 Diverse stakeholders 
reviewing the data 

 Discovering key insights 
 Making meaning from data 
 Ensuring data are valid and 

representative of known 
realities 

 Data being used to improve 
the program 

 Having a participatory 
evaluation 

Principles 

Stakeholder engagement should 

 Value stakeholder voice 
 Be inclusive of diverse 

stakeholders to weigh in 
 Offer engagement 

opportunities at various 
time points in the evaluation 

 Allow time and space for 
thoughtful reflection and 
idea generation 

 Make evaluation more 
meaningful and fun 

Throughout the Evaluation 
Engaging stakeholders throughout the evaluation is about more than just 
sending surveys or using stakeholders to collect data. It means facilitating 
activities to involve people in diverse ways and offer input on the evaluation 
process itself. It involves finding opportunities for quick input whenever 
decisions are being made, such as during evaluation planning or later action 
planning, so that power in what happens is shared. It means taking the time to 
present ideas to all relevant stakeholders and adapting based on what they say. 
+ Creative Ways to Solicit Stakeholder Feedback & Creative Ways to Solicit 

Feedback from Children and Youth: https://www.publicprofit.net/Creative-
Ways-To-Solicit-Stakeholder-Feedback 

+ A Practical Guide for Engaging Stakeholders in Developing Evaluation 
Questions: https://www.rwjf.org/en/library/research/2009/12/a-practical-
guide-for-engaging-stakeholders-in-developing-evalua.html 

+ Book: Michael Quinn Patton, Facilitating Evaluation. Sage 
Publications, 2018 

Data Analysis Stage 
Participatory data analysis is becoming a best practice to allow for 
deeper engagement of meaning-making related to collected data. 
This specific evaluation step allows the chance to bring in a large group of 
stakeholders to dive into data, analyze, and interpret findings. It requires time for 
thoughtful reflection to develop key insights and is much more powerful than just 
the evaluator or evaluation team coming up with all the conclusions. This then 
arms everyone with the best possible information for taking action. 
+ Dabbling in the Data: A Hand’s-On Guide to Participatory Data Analysis: 

http://www.publicprofit.net/Dabbling-In-The-Data 
+ Data Parties: http://communitysolutions.ca/web/resources-public/ 
+ Data Placemats: https://onlinelibrary.wiley.com/doi/pdf/10.1002/ev.20181 

and https://www.slideshare.net/InnoNet_Eval/data-placemats-40494596 
+ Participatory Analysis: Expanding Stakeholder Involvement in Evaluation: 

https://www.innonet.org/media/innovation_network-participatory_analysis.pdf 
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